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Abstract

Ou et al. [1] introduce the problem of learning set
functions from data generated by a so-called opti-
mal subset oracle. Their approach approximates
the underlying utility function with an energy-
based model. This approximation yields itera-
tions of fixed-point updates during mean-field
variational inference. However, as the number
of iterations increases, automatic differentiation
becomes computationally prohibitive due to the
size of the Jacobians that are stacked during back-
propagation. We address this challenge with im-
plicit differentiation and examine the convergence
conditions for the fixed-point iterations. We em-
pirically demonstrate the efficiency of our method
on subset selection applications including product
recommendation and anomaly detection tasks.

1. Introduction

Many interesting applications operate with set-valued out-
puts and/or inputs. Examples include product recommen-
dation [2], [3], compound selection [4], set matching [5],
set retrieval [6], point cloud processing [7], [8], and set
anomaly detection [9], to name a few. Motivated by this,
several recent works [10]–[12] apply neural networks to
learn set functions from input/function value pairs, assum-
ing access to a dataset generated by a function value oracle
(see App. A for a review of related literature).

Recently, Ou et al. [1] proposed an approximate maximum
likelihood estimation framework under the supervision of
a so-called optimal subset oracle. In contrast to traditional
function value oracles, a label produced by an optimal sub-
set oracle is the subset that maximizes an (implicit) utility
set function, in the face of several alternatives. The goal of
inference is to learn, in a parametric form, this utility func-
tion, under which observed oracle selections are optimal.
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As MLE is intractable in this setting, Ou et al. [1] propose
performing variational inference instead. In turn, they show
that approximating the distribution of oracle selections re-
quires solving a fixed-point equation per sample. However,
fixed-point iterations may diverge in practice. In addition,
Ou et al. implement these iterations by stacking up neu-
ral network layers; this makes backpropagation expensive,
limiting their experiments to only a handful of iterations.

In this work, we establish a condition under which the fixed-
point iterations proposed by Ou et al. [1] are guaranteed to
converge. We also propose a more effective gradient compu-
tation utilizing the recent advances in implicit differentiation
[13]–[15], instead of unrolling the fixed-point iterations via
automatic differentiation [16]. This corresponds to differen-
tiating after infinite fixed point iterations, while remaining
tractable; we experimentally show that this improves the
predictive performance of the inferred models.

2. Problem Setup

In the setting introduced by Ou et al. [1], the aim is to learn
set functions from a dataset generated by a so-called optimal

subset oracle. The dataset D consists of sample pairs of the
form (S∗, V ), where V ⊆ Ω is a set of options, i.e., items
from a universe Ω, and S∗ is the optimal subset of V , as
selected by an oracle. The goal is to learn a set function
Fθ : 2Ω × 2Ω,→ R, parameterized by θ ∈ R

d, modeling
the utility of the oracle, so that

S∗ = argmax
S⊆V

Fθ(S, V ), (1)

for all pairs (S∗, V ) ∈ D. As a motivating example, con-
sider the case of product recommendations. Given a ground
set V of possible products to recommend, a recommender
selects an optimal subset S∗ ⊆ V and suggests these to a
user. In this setting, the function Fθ(S, V ) captures, e.g., the
recommender objective, the utility of the user, etc. Having
access to a dataset of pairs, the goal is to learn Fθ, effec-
tively reverse-engineering the objective of the recommender
engine, inferring the user’s preferences, etc.

2.1. MLE with Energy-Based Modeling

Ou et al. [1] propose an approximate maximum likelihood
estimation (MLE) by modeling oracle behavior via a Boltz-
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mann energy (i.e., soft-max) model [17]–[20]. They assume
that the oracle selection is probabilistic, and the probability
that S is selected given options V is given by:

pθ(S |V ) =
exp (Fθ(S, V ))

∑

S′⊆V exp (Fθ(S′, V ))
. (2)

This is equivalent to Eq. (1), presuming that the utility Fθ(·)
is distorted by Gumbel noise [21]. Then, given a dataset
D = {(S∗i , Vi, )}

N
i=1, MLE amounts to:

argmax
θ

∑N
i=1 [log pθ(S

∗
i |Vi)] . (3)

Notice that multiplying Fθ with a constant c > 0 makes no
difference in the behavior of the optimal subset oracle in
Eq. (1): the oracle would return the same decision under
arbitrary re-scaling. However, using c · Fθ(·) in the energy-
based model of Eq. (2) corresponds to setting a temperature
parameter c in the Boltzmann distribution [17], [21], inter-
polating between the deterministic selection (c → ∞) in
Eq. (1) and the uniform distribution (c→ 0).1

2.2. Variational Approximation of Energy-Based Models

Learning θ by MLE is challenging precisely due to the ex-
ponential number of terms in the denominator of Eq. (2). In-
stead, Ou et al. [1] construct an alternative optimization ob-
jective via mean-field variational inference as follows. First,
they introduce a mean field variational approximation of the
density pθ given by q(S, V,ψ) =

∏

i∈S ψi
∏

i∈V \S(1−ψi),
parameterized by ψ, where ψ is the probability vector rep-
resenting the probability of each element s ∈ V being in
the optimal subset S∗. Then, estimation via variational
inference amounts to:

L(ψ∗,θ) = EP(V, S)[− log q(S, V ,ψ∗)]

≈
1

N

N∑

i=1



−
∑

j∈S∗
i

logψ∗j −
∑

j∈Vi\S∗
i

log
(
1− ψ∗j

)



 ,

(4)

where ψ∗ ∈ [0, 1]|V | is the probability vector obtained by
solving:

ψ∗ = argmin
ψ

KL(q(S, V, ψ) || pθ(S | V )), (5)

where KL(·||·) is the Kullback-Leibler divergence, and
pθ(S) is the energy-based model defined in Eq. (2). In
turn, this is found through the ELBO maximization process
we discuss in the next section.

1From a Bayesian point of view, multiplying Fθ(·) with c > 0
yields the posterior predictive distribution under an uninformative
Dirichlet conjugate prior per set with parameter α = e

c [17].

2.3. ELBO Maximization

To compute ψ∗, Ou et al. [1] show that minimizing the KL
divergence in Eq. (5) via maximizing the corresponding
evidence lower bound (ELBO) reduces to solving a fixed
point equation. In particular, Eq. (5) is equivalent to the
following ELBO maximization [22], [23]:

max
ψ

F̃ (ψ,θ) +H(q(S, V,ψ)), (6)

where H(·) is the entropy and F̃ : [0, 1]|V |×R
d → R is the

so-called multilinear extension of Fθ(S, V ) [24], given by:

F̃ (ψ,θ) =
∑

S⊆V
Fθ(S, V )

∏

i∈S
ψi

∏

i∈V \S
(1− ψi). (7)

Ou et al. show that a stationary point maximizing the ELBO
in Eq. (6) must satisfy:

ψ − σ(∇ψF̃ (ψ,θ)) = 0, (8)

where the function σ : R|V | → R
|V | is defined as σ(x) =

[
σ(xi)

]|V |
i=1

and σ : R → R is the sigmoid function, i.e.,
σ(x) = (1 + exp (−x))−1. The detailed derivation of this
condition can be found in App. B.1.

Observing that the stationary condition in Eq. (8) is a fixed
point equation, Ou et al. propose solving it via the following
fixed-point iterations. Given θ ∈ R

d,

ψ(k) ← σ(∇ψF̃ (ψ
(k−1),θ)), (9)

where k ∈ N, starting from ψ(0) ∈ [0, 1]|V |. Exact com-
putation of the multilinear relaxation defined in Eq. (7) re-
quires an exponential number of terms in the size of V .
However, it is possible to efficiently estimate both the mul-
tilinear relaxation and its gradient ∇ψF̃ (ψ,θ) via Monte
Carlo sampling (see App. B.2 for details).

2.4. DiffMF and Variants

Putting everything together yields the DiffMF algorithm
introduced by Ou et al. [1]. In particular, they implement
the fixed-point iterative update steps in Eq. (9) by executing
a fixed number of iterations K, given θ. In their implemen-
tation, this amounts to stacking up K layers, each involving
an estimate of the gradient of the multilinear relaxation via
sampling, and thereby multiple copies of a neural network
representing Fθ(·). Subsequently, this extended network is
entered in the loss (4), which is minimized w.r.t. θ via SGD.

They also introduce two variants of this algorithm, regress-
ingψ(0) as a function of the item features via an extra recog-
nition network, assuming the latter are independent (terming
inference in this setting as EquiVSetind) or correlated by a
Gaussian copula [25], [26] (termed EquiVSetcopula). Com-
pared to DiffMF, both translate to additional initial lay-
ers/steps per epoch.
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2.5. Challenges

The above approach by Ou et al. [1], and constituent algo-
rithm variants, have two drawbacks. First, the fixed-point
iterative updates given in Eq. (9) are not guaranteed to con-
verge to an optimal solution. We indeed observed diver-
gence experimentaly in practice. Without convergence and
uniqueness guarantees, the quality of the output, ψ(K), is
heavily dependent on the selection of the starting point,
ψ(0). Moreover, as these iterations correspond to stacking
up layers, each containing multiple copies of Fθ(·) due to
sampling, backpropagation is computationally prohibitive
both in terms of time as well as space complexity. In fact,
poor performance due to lack of convergence, as well as
computational considerations, led Ou et al. to set the num-
ber of iterations K ≤ 5 (even K = 1) in their experiments.
We address both of these challenges in the next section.

3. Our Approach

We (a) establish conditions under which iterations of Eq. (8)
converge to a unique solution, by utilizing Banach fixed-
point theorem and (b) establish a way to efficiently compute
the gradient of the loss at the fixed point by using the implicit
function theorem. Our results pave the way to utilize recent
tools developed in the context of implicit differentiation
[13], [14], [27] to the setting of Ou et al. [1].

3.1. Convergence Condition for the Fixed-Point

Fixed-points can be attracting, repelling, or neutral [28],
[29]. We characterize the condition under which the conver-
gence is guaranteed in the following assumption.

Assumption 3.1. Consider the multilinear relaxation F̃ :
[0, 1]|V | × R

d → R of Fθ(·), as defined in Eq. (7). For all
θ ∈ R

d, supψ∈[0,1] |F̃ (ψ,θ)| <
1
|V | .

As discussed in Sec. 2, scaling Fθ(S, V ) by a positive scalar
amounts to setting the temperature of a Boltzmann distri-
bution. Moreover, neural networks are often Lipschitz-
regularized for bounded inputs and weights [30]–[32].
Therefore, for any such Lipschitz neural network, we can
satisfy Asm. 3.1 by appropriately setting the temperature pa-
rameter of the EBM in Eq. (2). Most importantly, satisfying
this condition guarantees convergence:

Theorem 3.2. Assume a set function Fθ : 2V → R satisfies

Asm. 3.1. Then, the fixed-point given in Eq. (8) has a unique

solution ψ∗ ∈ [0, 1]|V | where ψ∗ = σ(∇ψF̃ (ψ
∗,θ)).

Moreover, starting with an arbitrary point ψ(0) ∈ [0, 1]|V |,
ψ∗ can be found via the fixed-point iterative sequence de-

scribed in Eq. (9) where limk→∞ψ
(k) = ψ∗.

The proof can be found in App. D, and relies on the Banach
fixed-point theorem [33]. Theorem 3.2 implies that as long
as F̃ (ψ,θ) is bounded and this bound is inversely correlated

with the size of the ground set, we can find a unique solution
to Eq. (8), no matter where we start the iterations in Eq. (9).

3.2. Efficient Differentiation through Implicit Layers

Our second contribution is to disentangle gradient compu-
tation from stacking layers together, by using the implicit
function theorem [34]. This allows us to use the recent work
on deep equilibrium models (DEQs) [13], [14].

Define ψ∗(·) to be the map θ 7→ ψ∗(θ) induced by Eq. (8);
equivalently, given θ, ψ∗(θ) is the (unique by Thm. 3.2)
limit point of iterations (9). Observe that, by the chain rule:

∇θL(ψ
∗(θ),θ) = ∇ψ∗L(ψ∗(θ),θ) · ∂θψ

∗(θ). (10)

The term that is difficult to compute here via back-
propagation, that required stacking in Ou et al. [1], is the
Jacobian ∂θψ

∗(θ), as we do not have the map ψ∗(·) in a
closed form. Nevertheless, we can use the implicit function
theorem (see Thm. C.4 in App. C) to compute this quantity.

Indeed, to simplify the notation for clarity, we define a
function G : [0, 1]|V | × R

d → [0, 1]|V |, where

G(ψ(θ),θ) ≜ σ(∇ψF̃ (ψ,θ))−ψ

and rewrite Eq. (8) as G(ψ(θ),θ) = 0. Using the implicit
function theorem, given in App. C, we obtain

−∂ψG(ψ
∗(θ),θ)

︸ ︷︷ ︸

A∈R|V |×|V |

∂θψ
∗(θ)

︸ ︷︷ ︸

J∈R|V |×d

= ∂θG(ψ
∗(θ),θ)

︸ ︷︷ ︸

B∈R|V |×d

. (11)

This yields the following way of computing the Jacobian
via implicit differentiation:

Theorem 3.3. Computing ∂θψ
∗(θ) is the equivalent of solv-

ing a linear system of equations, i.e., ∂θψ
∗(θ) = A−1B,

A = I − Σ′(∇ψF̃ (ψ,θ)) · ∇2
ψF̃ (ψ,θ) , and

B = Σ′(∇ψF̃ (ψ,θ)) · ∂θ∇ψF̃ (ψ,θ) ,
(12)

where Σ′(x) = diag
([
σ′(xi)

]|V |
i=1

)

, and σ′(x) = (1 +

exp (−x))−2 · exp (−x).

The proof is in App. E. Eq. (11) shows that the Jacobian
∂θψ

∗(θ), can be expressed in terms of Jacobians of G at
the solution point. This means implicit differentiation only
needs the final fixed point value, whereas automatic differ-
entiation via the approach by Ou et al. [1] required all the
iterates (see also [14]). In practice, we use JAXopt [27] for
its out-of-the-box implicit differentiation support.

4. Experiments

We evaluate our proposed method on two real-world, two
synthetic datasets for set anomaly set detection and product
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Datasets
EquiVSetind EquiVSetcopula DiffMF iDiffMF2 iDiffMF∗

Test JC Time (s) Test JC Time (s) Test JC Time (s) Test JC Time (s) Test JC Time (s)

A
D

CelebA 53.16± 0.68 1822.33± 208.36 54.31± 1.06 1889.18± 163.30 51.98± 0.64 1837.20± 221.18 51.17± 0.74 2075.74± 225.35 51.10± 0.83 2206.81± 455.08
Gaussian 90.87± 0.16 20.76± 1.89 90.98± 0.04 27.24± 5.92 90.96± 0.05 59.63± 18.64 90.81± 0.08 37.76± 0.73 91.05± 0.02 43.22± 5.50
Moons 56.47± 0.52 17.98± 0.97 58.46± 0.20 17.70± 0.59 58.54± 0.10 44.39± 6.42 58.47± 0.17 36.12± 1.95 58.56± 0.26 35.88± 1.39

P
ro

du
ct

R
ec

om
m

en
da

ti
on

(A
m

az
on

) apparel 66.29± 1.66 37.13± 12.32 76.28± 0.61 71.23± 6.31 69.65± 0.73 106.66± 19.01 69.66± 1.62 83.55± 21.35 69.31± 1.77 75.07± 20.58
bath 68.00± 0.69 32.42± 5.22 75.82± 1.45 46.78± 7.114 71.75± 0.33 92.89± 3.37 76.59± 0.82 62.74± 9.24 76.78± 0.77 63.52± 11.36

bedding 65.36± 0.29 40.73± 4.24 75.81± 0.95 58.77± 11.75 66.32± 1.00 94.47± 12.73 75.99± 0.88 67.55± 16.24 75.99± 0.88 65.44± 14.89
carseats 20.64± 1.15 13.31± 5.43 20.30± 1.26 12.06± 5.87 20.46± 1.08 19.31± 10.48 21.25± 0.94 39.84± 12.28 21.23± 0.91 34.78± 6.55
diaper 72.23± 1.75 52.11± 17.47 82.52± 0.69 82.23± 21.69 81.10± 0.78 173.69± 31.34 82.12± 1.42 99.11± 36.21 82.11± 1.65 101.38± 56.45
feeding 71.36± 1.13 83.91± 25.05 81.75± 1.44 116.54± 41.32 77.34± 0.35 239.76± 57.10 80.30± 0.72 109.27± 24.42 80.30± 0.72 108.00± 22.30

furniture 14.60± 1.92 5.64± 1.48 15.87± 1.75 7.69± 3.62 15.78± 2.01 6.65± 1.06 21.97± 3.46 42.62± 9.42 21.97± 3.46 38.52± 9.15
gear 64.06± 1.07 42.58± 3.29 72.34± 1.36 61.06± 15.40 59.44± 1.19 95.18± 13.29 58.47± 2.39 42.61± 8.56 58.47± 2.39 41.35± 8.39

health 63.35± 1.14 34.34± 4.36 70.99± 0.93 60.25± 10.77 58.69± 0.49 73.97± 11.68 72.08± 1.22 78.65± 13.01 72.46± 0.87 82.37± 12.84
media 56.21± 1.17 46.36± 6.71 55.29± 1.78 52.13± 15.07 51.45± 1.23 55.07± 11.51 57.88± 0.74 68.61± 7.66 57.74± 0.74 64.60± 5.04
safety 14.51± 0.57 4.95± 1.04 13.94± 1.77 4.43± 0.30 13.77± 0.45 5.27± 0.76 30.36± 1.46 43.57± 3.95 30.36± 1.46 40.60± 4.20
toys 63.08± 0.68 32.32± 4.43 67.97± 0.98 48.00± 6.45 63.19± 1.42 78.08± 18.49 67.49± 1.08 73.69± 26.15 67.10± 1.00 52.22± 10.02

Table 1. Test Jaccard coefficient and training time for set anomaly detection (AD) and product recommendation tasks, across all five
algorithms. iDiffMF2 and iDiffMF∗ correspond to our algorithm with Frobenius and nuclear norm rescaling, respectively. Bold and
underline indicate the best and second best performance results, respectively.

recommendation tasks (see App. F). We closely follow the
experimental setup of Ou et al. [1]. We report the mean and
standard variation for all experiment results based on 5 runs
with different seeds.

4.1. Algorithms

DiffMF [1]: Differentiable mean field variational inference
algorithm described in Section 2.3 where, as per Ou et al.,
the number of iterations is set to K = 5 for all datasets.

EquiVSetind [1]: Equivariant variational inference algo-
rithm proposed by Ou et al. [1]. It is a variation of the
DiffMF algorithm where the parameterψ is predicted by an
additional recognition network as a function of the features.
As per Ou et al., we set K = 1 for all datasets.

EquiVSetcopula [1]: A correlation-aware version of the
EquiVSetind algorithm where the relations among the input
elements are modeled by a Gaussian copula. As per Ou et
al., we set K = 1 for all datasets.

iDiffMF: Our proposed implicit alternative to the DiffMF
algorithm where we solve the fixed-point condition in
Eq. (8) with a very low tolerance threshold, instead of run-
ning the fixed-point iterations in Eq. (9) for only a fixed
number of times. Although DNNs are bounded, the exact
computation of their Lipschitz constant is NP-hard [31]. In
our implementation, we satisfy the condition in Asm. 3.1 by
normalizing the gradient of the multilinear relaxation by its
norm and scaling it with the size of the ground set, i.e., we
multiply ∇ψF̃ (ψ,θ) with 2/(|V |∥∇ψF̃ (ψ,θ)∥). For the
L2 (∥ · ∥2) and nuclear (∥ · ∥∗) norms, we observe that this
heuristic works well in practice and propose two variations
as iDiffMF2 and iDiffMF∗, respectively.

We train all models with an Adam optimizer [35] with a
learning rate η = 10−4 and a batch size of 128.

Metrics: We measure the performance of the algorithms
by their mean Jaccard Coefficient (JC) score. The mean

JC over all optimal oracle subset pairs is 1
N

∑N
i=1

|S∗
i ∩Ŝ∗

i |
|S∗
i ∪Ŝ∗

i |
,

where Ŝ∗i is the prediction of the model.

4.2. Results

We report the performance of our proposed iDiffMF meth-
ods against the baselines on Tab. 1. For the majority
of the cases, iDiffMF∗ achieves either the best or the
second-best JC score. While the next best competitor,
EquiVSetcopula, performs the best on some of the datasets
its performance is sub-optimal on the remaining datasets.
For the Amazon furniture and safety datasets, iDiffMF vari-
ants give significantly better results than EquiVSetcopula,
even though EquiVSetcopula is faster. This is probably be-
cause EquiVSetcopula converges to a local optimum and
finishes training earlier. It is also important to highlight
that we evaluate iDiffMF using JAX+Flax [36]–[39] while
we use PyTorch to evaluate the baselines. Therefore, the
differences in running time can also be explained with the
framework differences. Finally, even though iDiffMF exe-
cutes fixed-point iterations until convergence, as opposed to
K = 1 or 5 in remaining methods [1], the average running
times are comparable across datasets.

5. Conclusion

We improve upon an existing learning set functions with
an optimal subset oracle setting by characterizing the con-
vergence condition of the fixed point iterations resulting
during MLE approximation and by using implicit differen-
tiation over automatic differentiation. Our results perform
better than or comparable to the baselines for the majority
of the cases without the need of an additional recognition
network.
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Supplementary Material

A. Related Work

Learning Set Functions. There is a line of work that tries to extend the capabilities of neural networks for functions
on discrete domains, i.e., set functions. Set functions are characterized by their permutation invariance. We refer
the reader to [40] for a detailed overview of permutation-invariant architectures. One such seminal architecture, Deep
Sets [10], characterizes a general family of functions for permutation invariant objectives. Following the effectiveness of
transformers [41], set transformers [11] process input sets with an attention-based neural network architecture. Zhang et
al. [42] improves over both of these methods by introducing a novel set normalization layer. Ou et al. [1] study the problem
of learning set functions under the supervision of optimal subset oracles with a mean-field variational approximation-based
method. We build upon their approach by using the implicit differentiation toolbox in the context of set function learning.

There are existing models that use variational auto-encoders (VAE) [22] for set outputs: SetVAE adopts the aforementioned
set transformers [11] into VAEs for point cloud generation tasks and SCHA-VAE [43] applies the same idea for few-shot
image generation. These are both generative models and not applicable to subset selection tasks.

Implicit Differentiation. Implicit representations [15], [44]–[46], layers [13]–[15], and differentiation [27], [47], [48] have
gained a lot of traction in the recent years. Implicit representations [49], [50] refer to the case when high-frequency, often
discretely measured data is modeled with a continuous function, whereas implicit layers is a term that characterizes model
architectures. Huang et al. [15] study the complementary benefits of combining implicit representations with implicit layers.
Deep equilibrium models (DEQ) [13], [51], an example of implicit layers, directly compute the fixed-point resulting from
stacking up weight-tied forward sequence models and also directly differentiate through the stacked fixed-point equations
via implicit differentiation. A recent tutorial [14] highlights the advantages of implicit differentiation by including other
examples from neural ordinary differential equations [52], [53] and differentiable optimization problems [54]. Blondel et
al. [27] provide a JAX-based, modular automatic implicit differentiation tool in order to aid practitioners with implementation.
For feed-forward networks, Fung et al. [47] eliminate the Jacobian that results from implicit differentiation. It is important
to note that they also use Banach fixed-point theorem [33] to prove the convergence of the fixed-point iterations. However,
they directly assume the mapping in focus is a contraction where we specify the condition under which the mapping in focus
is a contraction (see Asm. 3.1).

B. Derivations for Section 2

B.1. Derivation of the Fixed-Point

Rewriting the ELBO by plugging in the definition of entropy,

F̃ (ψ,θ) +H(q(S,ψ)) = F̃ (ψ,θ)−

|V |
∑

i=1

[ψi logψi + (1− ψi) log(1− ψi)] . (13)

Taking the partial derivative of this expression with respect to the ith coordinate and setting it to zero, yields

∂F̃ (ψ,θ)

∂ψi
− log

ψi
1− ψi

= 0,

exp
∂F̃ (ψ,θ)

∂ψi
=

ψi
1− ψi

,

exp
∂F̃ (ψ,θ)

∂ψi
− ψi exp

(

∂F̃ (ψ,θ)

∂ψi

)

= ψi,

exp

(

∂F̃ (ψ,θ)

∂ψi

)

= ψi

(

1 + exp

(

∂F̃ (ψ,θ)

∂ψi

))

,

ψi =
exp

(
∂F̃ (ψ,θ)
∂ψi

)

1 + exp
(
∂F̃ (ψ,θ)
∂ψi

) =
1

1 + exp
(

−∂F̃ (ψ,θ)
∂ψi

) = σ

(

∂F̃ (ψ,θ)

∂ψi

)

,
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where σ(x) = (1 + exp (−x))−1 is the sigmoid function.

B.2. Gradient Computation via Sampling

Lemma B.1. Given a set function F : 2V → R and a vector of probabilities ψ ∈ [0, 1]|V | where ψi = P[i ∈ S], the

gradient of the multilinear relaxation of the set function F (S) is

∂F̃ (ψ)

∂ψi
= ES∼ψ|ψi←0[F (S + i)− F (S)].

Proof.

∂F̃ (ψ)

∂ψi
=
∑

S⊆V
F (S)

∏

i∈S
ψi
∏

i/∈S
(1− ψi),

= ES∼ψ|ψi←1[F (S)]− ES∼ψ|ψi←0[F (S)],

=
∑

S⊆V, i∈S
F (S)

∏

j∈S\{i}
ψj
∏

j /∈S
(1− ψj)−

∑

S⊆V \{i}
F (S)

∏

j∈S
ψj

∏

j /∈S, j ̸=i
(1− ψj),

=
∑

S⊆V \{i}
[F (S + i)− F (S)]

∏

j∈S
ψj
∏

j /∈S
(1− ψj),

= ES∼ψ|ψi←0[F (S + i)− F (S)].

Corollary B.2. Knowing Lemma B.1, the gradient of the multilinear relaxation F̃ (ψ,θ), is defined as follows

∂F̃ (ψ,θ)

∂ψi
= F̃ ([ψ]+i,θ)− F̃ ([ψ]−i,θ). (14)

Eq. (14) can be computed by producing random samples of S.

C. Technical Preliminaries

Theorem C.1. (Multivariate Mean Value Theorem [55]–[57]) If f : Rn → R
m is continuously differentiable, then for

every x,y ∈ R
n, there exists a z ∈ [x,y], such that

∥f(x)− f(y)∥2 ≤ sup
z∈[x,y]

∥∂f(z)∥F ∥x− y∥2,

where ∥ · ∥2 is the L2 norm and ∥ · ∥F is the Frobenius norm.

Definition C.2. A mapping T : X → X is called a contraction on X if there exists a constant ϵ ∈ [0, 1) such that for all
x, y ∈ X ,

∥T (x)− T (y)∥2 ≤ ϵ∥x− y∥2.

Theorem C.3. (Banach’s Fixed Point Theorem [33]) Let T : X → X be a contraction on X . Then T has a unique fixed

point x∗ ∈ X where T (x∗) = x∗.

Theorem C.4. (Implicit Function Theorem [27], [34]) Given a continuously differentiable function G : Rn ×R
d → R

n, an

implicitly defined function x∗ : Rd → R
n of θ ∈ R

d, and an optimal solution x∗(θ); let

G(x∗(θ),θ) = 0. (15)

For (x0,θ0) satisfying G(x0,θ0) = 0, if the Jacobian ∂xG evaluated at (x0,θ0) is a square invertible matrix, then there

exists a function x∗(·) defined on a neighborhood of θ0 such that x∗(θ0) = x0. Furthermore, for all θ in this neighborhood,

we have that G(x∗(θ),θ) = 0 and ∂x∗(θ) exists. According to the chain rule, the Jacobian ∂x∗(θ) satisfies

∂xG(x
∗(θ),θ)∂x∗(θ) + ∂θG(x

∗(θ),θ) = 0. (16)

Therefore, computing ∂x∗(θ) becomes the equivalent of solving the following linear system of equations

−∂xG(x
∗(θ),θ)

︸ ︷︷ ︸

A∈Rn×n

∂x∗(θ)
︸ ︷︷ ︸

J∈Rn×d

= ∂θG(x
∗(θ),θ)

︸ ︷︷ ︸

B∈Rn×d

. (17)
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D. Proof of Theorem 3.2

Before stating our proof we need to state the following corollary:

Corollary D.1. Knowing Corollary B.2, we can write the Hessian of the multilinear relaxation as

∂2F̃ (ψ, θ)

∂ψi∂ψj
=
(

F̃ ([ψ]+i,+j ,θ)]− F̃ ([ψ]−i,+j ,θ)]
)

−
(

F̃ ([ψ]+i,−j ,θ)]− F̃ ([ψ]−i,−j ,θ)]
)

,

= F̃ ([ψ]+i,+j ,θ)]− F̃ ([ψ]−i,+j ,θ)− F̃ ([ψ]+i,−j ,θ) + F̃ ([ψ]−i,−j ,θ),

(18)

if i ̸= j, otherwise
∂2F̃ (ψ,θ)
∂ψi∂ψj

= 0.

We proof the following lemma using this corollary:

Lemma D.2. Elements of the Hessian given in Eq. (18) are bounded with 4 supψ∈[0,1]

∣
∣
∣F̃ (ψ,θ)

∣
∣
∣, i.e.,

supψi,ψj∈[0,1]

∣
∣
∣
∂2F̃ (ψ,θ)
∂ψi∂ψj

∣
∣
∣ ≤ 4 supψ∈[0,1]

∣
∣
∣F̃ (ψ,θ)

∣
∣
∣.

Proof. By Corollary D.1, we have

∣
∣
∣
∣
∣

∂2F̃ (ψ, θ)

∂ψi∂ψj

∣
∣
∣
∣
∣
=
∣
∣
∣

(

F̃ ([ψ]+i,+j ,θ)]− F̃ ([ψ]−i,+j ,θ)]
)

−
(

F̃ ([ψ]+i,−j ,θ)]− F̃ ([ψ]−i,−j ,θ)]
)∣
∣
∣ .

Using the triangular inequality twice, we get

∣
∣
∣
∣
∣

∂2F̃ (ψ, θ)

∂ψi∂ψj

∣
∣
∣
∣
∣
≤
∣
∣
∣F̃ ([ψ]+i,+j ,θ)]− F̃ ([ψ]−i,+j ,θ)]

∣
∣
∣+
∣
∣
∣F̃ ([ψ]+i,−j ,θ)]− F̃ ([ψ]−i,−j ,θ)]

∣
∣
∣ ,

≤
∣
∣
∣F̃ ([ψ]+i,+j ,θ)]

∣
∣
∣+
∣
∣
∣F̃ ([ψ]−i,+j ,θ)]

∣
∣
∣+
∣
∣
∣F̃ ([ψ]+i,−j ,θ)]

∣
∣
∣+
∣
∣
∣F̃ ([ψ]−i,−j ,θ)]

∣
∣
∣ ,

≤ 4 sup
ψ∈[0,1]

∣
∣
∣F̃ (ψ,θ)

∣
∣
∣ .

Equipped with this lemma, we are ready to proof Thm. 3.2:

Proof. For simplicity, define a mapping Tθ : [0, 1]|V | → [0, 1]|V | where Tθ(ψ) = σ(∇ψF̃ (ψ,θ)). Given F̃ is a
polynomial w.r.t. ψ and the sigmoid is a smooth function, Tθ is continuously differentiable w.r.t. ψ in [0, 1]|V |. By the
multivariate equivalent of the mean-value theorem (see Theorem C.1 in Appendix C), for every x,y ∈ |0, 1||V |, there exists
a ψ ∈ |0, 1||V |, such that

∥Tθ(x)− Tθ(y)∥2 ≤ sup
ψ∈[0,1]

∥∂Tθ(ψ)∥F ∥x− y∥2,

∥σ(∇ψF̃ (x,θ))− σ(∇ψF̃ (y,θ))∥2 ≤ sup
ψ∈[0,1]

∥∂ψσ(∇ψF̃ (ψ,θ))∥F ∥x− y∥2.
(19)

From Eq. (23), we know that ∂ψσ(∇ψF̃ (ψ,θ)) =
[

σ′
(
∂F̃ (ψ,θ)
∂ψi

)
∂2F̃ (ψ,θ)
∂ψi∂ψj

]

1≤i,j≤|V |
where σ′(x) = (1+exp (−x))−2 ·

exp (−x). Then,
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sup
ψ∈[0,1]

∥∂ψσ(∇ψF̃ (ψ,θ))∥F = sup
ψ∈[0,1]

√
√
√
√

|V |
∑

i

|V |
∑

j

∣
∣
∣
∣
∣
σ′

(

∂F̃ (ψ,θ)

∂ψi

)

∂2F̃ (ψ,θ)

∂ψi∂ψj

∣
∣
∣
∣
∣

2

,

≤

√
√
√
√

|V |
∑

i

|V |
∑

j

(

sup
ψi,ψj∈[0,1]

∣
∣
∣
∣
∣
σ′

(

∂F̃ (ψ,θ)

∂ψi

)

∂2F̃ (ψ,θ)

∂ψi∂ψj

∣
∣
∣
∣
∣

)2

,

= |V | sup
ψi,ψj∈[0,1]

∣
∣
∣
∣
∣
σ′
(

∂F̃ (ψ,θ)

∂ψi

)

∂2F̃ (ψ,θ)

∂ψi∂ψj

∣
∣
∣
∣
∣
,

≤ |V | sup
ψi∈[0,1]

∣
∣
∣
∣
∣
σ′
(

∂F̃ (ψ,θ)

∂ψi

)∣
∣
∣
∣
∣

sup
ψi,ψj∈[0,1]

∣
∣
∣
∣
∣

∂2F̃ (ψ,θ)

∂ψi∂ψj

∣
∣
∣
∣
∣
.

Since argmaxx∈R σ
′(x) = 0, we know that supψi∈[0,1]

∣
∣
∣σ′
(
∂F̃ (ψ,θ)
∂ψi

)∣
∣
∣ ≤ 1

4 . Moreover, Lemma D.2 gives us a bound for

the elements of the Hessian matrix where supψi,ψj∈[0,1]

∣
∣
∣
∂2F̃ (ψ,θ)
∂ψi∂ψj

∣
∣
∣ ≤ 4 supψ∈[0,1]

∣
∣
∣F̃ (ψ,θ)

∣
∣
∣. As a result,

sup
ψ∈[0,1]

∥∂ψσ(∇ψF̃ (ψ,θ))∥F ≤ |V | sup
ψ∈[0,1]

∣
∣
∣F̃ (ψ,θ)

∣
∣
∣ . (20)

According to Assumption 3.1, we know that supψ∈[0,1]

∣
∣
∣F̃ (ψ,θ)

∣
∣
∣ < 1

|V | . Therefore,

sup
ψ∈[0,1]

∥∂ψσ(∇ψF̃ (ψ,θ))∥F < 1. (21)

Plugging this in Eq. (19) above, we get

∥σ(∇ψF̃ (x,θ))− σ(∇ψF̃ (y,θ))∥2 < ∥x− y∥2. (22)

This means Eq. (8) is a contraction on [0, 1]|V | (see Definition C.2 in Appendix C). Thus, according to Banach fixed-point
theorem (see Theorem C.3 in Appendix C) the iterations given in Eq. (9) are bound to converge to a unique solution.

E. Proof of Theorem 3.3

Proof. For n = |V |,

A = I − ∂ψσ(∇ψF̃ (ψ,θ)) = I −
[
∂σ(∇ψF̃ (ψ,θ))

∂ψ1
. . .

∂σ(∇ψF̃ (ψ,θ))
∂ψn

]

,

= I −







∂σ1(∇ψF̃ (ψ,θ))
∂ψ1

. . .
∂σ1(∇ψF̃ (ψ,θ))

∂ψn
...

. . .
...

∂σn(∇ψF̃ (ψ,θ))
∂ψ1

. . .
∂σn(∇ψF̃ (ψ,θ))

∂ψn






= I −









∂σ
(

∂F̃ (ψ,θ)
∂ψ1

)

∂ψ1
. . .

∂σ
(

∂F̃ (ψ,θ)
∂ψ1

)

∂ψn
...

. . .
...

∂σ
(

∂F̃ (ψ,θ)
∂ψn

)

∂ψ1
. . .

∂σ
(

∂F̃ (ψ,θ)
∂ψn

)

∂ψn









,

= I −








σ′
(
∂F̃ (ψ,θ)
∂ψ1

)
∂F̃ (ψ,θ)
∂2ψ1

. . . σ′
(
∂F̃ (ψ,θ)
∂ψ1

)
∂F̃ (ψ,θ)
∂ψ1∂ψn

...
. . .

...

σ′
(
∂F̃ (ψ,θ)
∂ψn

)
∂F̃ (ψ,θ)
∂ψn∂ψ1

. . . σ′
(
∂F̃ (ψ,θ)
∂ψn

)
∂F̃ (ψ,θ)
∂2ψn







,

= I −








σ′
(
∂F̃ (ψ,θ)
∂ψ1

)

. . . 0

...
. . .

...

0 . . . σ′
(
∂F̃ (ψ,θ)
∂ψn

)














∂F̃ (ψ,θ)
∂2ψ1

. . . ∂F̃ (ψ,θ)
∂ψ1∂ψn

...
. . .

...
∂F̃ (ψ,θ)
∂ψn∂ψ1

. . . ∂F̃ (ψ,θ)
∂2ψn






,

= I − Σ′(∇ψF̃ (ψ,θ)) · ∇2
ψF̃ (ψ,θ) ,

(23)
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where the function Σ′ : R
n → R

n×n defined as Σ′(x) =






σ′(x1) . . . 0
...

. . .
...

0 . . . σ′(xn)




 and σ′ : R → R is σ′(x) =

(1 + exp (−x))−2 · exp (−x).

Similarly,

B = ∂θσ(∇ψF̃ (ψ,θ)) =
[
∂σ(∇ψF̃ (ψ,θ))

∂θ1
. . .

∂σ(∇ψF̃ (ψ,θ))
∂θd

]

,

=







∂σ1(∇ψF̃ (ψ,θ))
∂θ1

. . .
∂σ1(∇ψF̃ (ψ,θ))

∂θd
...

. . .
...

∂σn(∇ψF̃ (ψ,θ))
∂θ1

. . .
∂σn(∇ψF̃ (ψ,θ))

∂θd






=









∂σ
(

∂F̃ (ψ,θ)
∂ψ1

)

∂θ1
. . .

∂σ
(

∂F̃ (ψ,θ)
∂ψ1

)

∂θn
...

. . .
...

∂σ
(

∂F̃ (ψ,θ)
∂ψn

)

∂θ1
. . .

∂σ
(

∂F̃ (ψ,θ)
∂ψn

)

∂θn









,

=








σ′
(
∂F̃ (ψ,θ)
∂ψ1

)
∂F̃ (ψ,θ)
∂ψ1∂θ1

. . . σ′
(
∂F̃ (ψ,θ)
∂ψ1

)
∂F̃ (ψ,θ)
∂ψ1∂θd

...
. . .

...

σ′
(
∂F̃ (ψ,θ)
∂ψn

)
∂F̃ (ψ,θ)
∂ψn∂θ1

. . . σ′
(
∂F̃ (ψ,θ)
∂ψn

)
∂F̃ (ψ,θ)
∂ψn∂θd







,

=








σ′
(
∂F̃ (ψ,θ)
∂ψ1

)

. . . 0

...
. . .

...

0 . . . σ′
(
∂F̃ (ψ,θ)
∂ψn

)














∂F̃ (ψ,θ)
∂ψ1∂θ1

. . . ∂F̃ (ψ,θ)
∂ψ1∂θd

...
. . .

...
∂F̃ (ψ,θ)
∂ψn∂θd

. . . ∂F̃ (ψ,θ)
∂ψn∂θd






,

= Σ′(∇ψF̃ (ψ,θ)) · ∂θ∇ψF̃ (ψ,θ) .

(24)

F. Dataset Details

Dataset |Ω| |D| |V | avg(|S∗|) min(|S∗|) max(|S∗|)
CelebA 202, 599 10000 8 2.5 2 3
Gaussian 100 1000 100 10 10 10
Moons 100 1000 100 100 10 10

A
m

az
on

apparel 100 4, 675 30 4.52 3 19
bath 100 3, 195 30 3.80 3 11
bedding 100 4, 524 30 3.87 3 12
carseats 34 483 30 3.26 3 6
diaper 100 6, 108 30 4.14 3 15
feeding 100 8, 202 30 4.62 3 2
furniture 32 280 30 3.18 3 6
gear 100 4, 277 30 3.8 3 10
health 62 2, 995 30 3.69 3 9
media 58 1, 485 30 4.52 3 19
safety 36 267 30 3.16 3 5
toys 62 2, 421 30 4.09 3 14

Table 2. Dataset configurations.

Moons and Gaussian. There are two classes in the synthetic datasets, whose labels are Bernoulli sampled with p = 0.5.
Based on this label, the optimal subset and ground set pairs are constructed as follows: 1) sampling 10 points within the class
as S∗; and 2) sampling 90 points from the other class as V \S∗. This process is repeated until |Dtraining| = |Dvalidation| =
|Dtest| = 1000.Following the experimental procedure of Ou et al. [1], we use the SCIKIT-LEARN package [58] to generate
the Moons dataset, consisting of two interleaving moons with some noise with variance σ2 = 0.1. For the Gaussian dataset,

we sample data from a mixture of Gaussians 1
2N (µ0,Σ) + 1

2N (µ1,Σ), where µ0 =
[

1√
2
, 1√

2

]

, µ1 = −µ0, and Σ = 1
4I.

CelebA. The CelebFaces Attributes dataset (CelebA) [59] is a large-scale face dataset used extensively in computer vision
research, particularly for tasks such as face detection, face attribute recognition, etc. The dataset contains 202, 599 face
images of 10, 177 celebrities with various poses and backgrounds. Besides, each image is annotated with 40 binary attributes,
describing facial features and properties (e.g., having a mustache, wearing a hat or glasses, etc.). Following previous work,
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we select 2 attributes at random and construct the set V with a size of 8 and the oracle set S∗ with a size of 2 or 3, where
neither attribute is present (e.g. not wearing glasses and hats).

Amazon. The Amazon Baby Registry dataset [60] includes various subsets of baby registry products chosen by customers.
These products are then organized into 18 distinct categories. From these, 12 categories are selected. Each product in the
dataset is described by a textual description, which has been transformed into a 768-dimensional vector using a pre-trained
BERT model [61]. For each category, the (V, S∗) pairs are sampled using the following process. First, we exclude subsets
chosen by customers that contain only one item or more than 30 items. Next, we divide the remaining subsets into training,
validation, and test sets equally. For each oracle subset S∗ ∈ S, we randomly sample 30− |S∗| additional products from the
same category to ensure that V contains exactly 30 products. This method constructs a data point (V, S∗) for each customer,
simulating a real-world scenario where V represents 30 products shown to the customer, and S∗ represents the subset of
products the customer is interested in.
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